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1. Background

¢ Atrtificial intelligence (Al) leverages computers and machines to mimic the problem-solving and
decision-making capabilities of the human mind

>

Machine Learning: focuses on the use of data and algorithms to imitate the way that humans learn,
gradually improving its accuracy

Neural Network (NN): an interconnected group of nodes, inspired by a simplification of neurons in a brain
Deep Learning: uses multiple NN layers to progressively extract higher-level features from the raw input

Spiking: artificial networks that more closely mimic natural neural networks

Artificial Intelligence

Machine Learning

Brain-Inspired

Neural
Networks
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1. Background (2/3) @

Artificial intelligence is applied to many fields and contributes to many important
applications and research areas, such as ...

Data Processing

Natural Language Processing

Robot
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1. Motivation

/

** Hostile environment
> Hostile to human life and electronic devices

> Dynamic space environment (solar events) Galactic cosmic rays

(H, He--Fe--nuclei.....)—

** Spacecrafts and missions are incredibly complex
» Rely on countless small actions S

proton flares

> Increase the develop & diagnose efficient

++ Communication Issues

“Geomagnetically trapped

» Too vast to fast communicate 4+ radiation

(protons, electrons)

> More and more on-board data

> Blind spots (ground station location, antenna size,...)

Al is a natural fit for space applications
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» Mission Design
» Internet of Space Things
» Design engineering assistant

% Mission Planning
» Satellite health monitoring
» Astronaut assistant

% Space Exploration

» Deep Exploration, space traffic management
» Multi-agent system

» Study of astronomical bodies

4

** Earth Observation
» Emergency and disaster recovery
» Climate change, Biodiversity protection

» Land water, and atmosphere monitoring

Pictures source: https://theconversation.com /
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Target:
> Determines the satellite health state

»  Failure prediction of satellites based on the sensor data

Status of satellite can change relative to the various
unexpected conditions

Real-time system monitoring, archived data analysis

Expert system is prior but limited due to variety of external
environment, performance degradation, etc.

Data mining is suitable to examine telemetry data and extract
information to produce advanced system health monitoring

Intelligent approach: detection, diagnosis and prediction
based on the historical data

Satellite subsystem generally has several modes with
different structures and parameters

Early Detection
\©

Failure detection and
Recovery

‘ Risk and Reliability | ' Remaining Useful j

aa | Telemetry @

PresentT

— Learn Apply, -
Trainin Ié Testin ll m
Output
Model Side info.
Association Rule
Mining J

Operators
Data Data
Anomaly score
] Rule induction and )

Source: S. Abdelghafar, et al. “Intelligent Health
Monitoring Systems for Space Missions Based on Data
Mining Techniques”, In Machine Learning and Data
Mining in Aerospace Technology; Springer.

;
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2. Example of Al for Internet of Space Things

»  Target:

» Engineering the further internet, reliable machine-to-
machine communication, machine-type low-latency
communication

» Edge, fog, cloud computing for satellites
> Satellite based 5G/6G netwowrk, large-scale data processing

» Network wearables, apps & robots in space

¢ Communication and computing techniques are promotion, and
critical for automation and ubiquitous connectivity in space

s Al is critical for dynamically managing, optimizing and
addressing various space loT issues

s Example: signal distort from ionospheric scintillation events

A, Do, o D
ey g oo oW ) B
Cameras loT Sensors  AdHoc 56 E_l Ovservation |
Network  Network i

Source: F. Fourati, et al. “Artificial Intelligence for Satellite
Communication: A Review*, In Intelligent and Converged Networks
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< Challenge:
» Memory budget of satellites, over 10,000 scenes per day (~10TB)
»  Downlink bandwidth, communication limitation and flexibility restrict

» Increasing resolution with massive data, require on-board processing
% Deep leaning is used to classify the images depending on their contents, protect & download meaningful files
» Al reduces the required number of electronics, saving mass, power, volume and reducing harness complexity
s Improve the task execution, increase system flexibility, DNN can be pre-trained through emulated satellite data

% Applied in several ESA satellites to improve the EO ability

( raw B
goog A MASS
o ) MEMORY
nl | ™AaGER ki 8 :
INTERFACES D FILE PLATFORM
4 SYSTEM
VaEE & 4
H Source: G. Furano, et al. “Al in space: applications
Classical EO satellite archlte_ctu re oo and thollonaas: 1628 oFT
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3. Overview of Hardware Accelerator

>
>

>

o
hS

RS

>
>

>

Various Al applications, especially DNNs, are widely used

Severe challenges of data processing speed and scalability on
conventional computer systems

Domain-specific design offer greater energy efficiency and
performance gain than general-purpose processors

* General Target: improve throughput and energy efficiency

» Design guideline:

Use dedicated memories to minimize data movement

Invest resources into more arithmetic units or bigger
memories

Use the easiest form of parallelism that matches the domain

Reduce data size and type to the simplest needed for the
domain

Use a domain-specific programming language

Neurons
(activations)

output la'
hidden layer

input layer

Synapses
(weights)
Normalized Energy Cost
1x (Reference)
05-1.0kB
NoC: 200 - 1000 PEs | PE | ALU
100 - 500 kB [ ]Tii{:\4 ALU
DRAM ALU N 200x

Data Movement Energy
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3. Design Aspect of Hardware Accelerator (2/4)

<  Multiply-And-Accumulate (MAC) operations are the fundamental component, can be easily parallelized

«»  Matrix multiplications and convolutions dominate over 90% of the operations sy i ieruroliy

>
>

>

¢ Spatial Architecture:

>

>
>

>

% NN layers (CONV, FC) can be mapped to matrix multiplication
+* High performance & parallel compute: temporal and spatial architectures

« Temporal Architecture:

Register File

Mostly in CPU & GPU, a centralized control for a large number of ALUs
Improve parallelism: SIMD, SIMT, etc.

Challenge: reduce the number of multiplications and increase throughput

Mostly for ASIC/FPGA-based design, message passing
directly between ALUs

ALU can have its own control logic and local memory

Reduce the energy cost of data movement by introducing
several levels of local memory hierarchy

Challenge: increase data reuse from memory to reduce
power consumptions

Spatial Arch.
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3. Design Aspect of Hardware Accelerator (3/4) D

» Al algorithms generally descript from high-level libraries
» Hardware analyze: parallelism and data reuse opportunities, determine the microarchitecture and dataflow
» Implement the algorithms: RTL, High-level Synthesis, Domain-specific Language

% Example: Agile implementation with Domain-special Language (such as Chisel) :
Improve the design productivity with better source code expressiveness

Increased abstraction level in design entry, and improved automation

>
>
»  More productive than direct Verilog coding in aspects of both design and verification
»  End-to-end automatic synthesis flow

>

Based on hardware generator fast design, may no- human-in-the-loop

G PyTorch ¥ pythen cHIsSEeC — v\aD!
P Y Tb R i '_PFI F:_ I_IParameterizatior\I i [ Resource | o
arallelism oA e scripts ;
" P:arse Allocation X : i Mappihe ti ASIC
High-leve : \_'7 , Laver , l ption |
Al Model i Frequency g Generation : Top-level wiring | age Circuit FPGA
. i Balancing i ’—Tl&uy;‘Tl—' E Geneiation 3 /VHDL
1 !" Tensor Configu rationi R i I E [ Full-RTL-Gen | Source: J. IM, et al. eesigerdtiee Abiaiysis bet@een
Parsing | pesgnssace bloraion | Architecture generation ——-p-—-————q-'l” o ification
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3. Design Aspect of Hardware Accelerator (4/4) D

+» Data movement dominates energy consumption -> in-memory computing

* Generally use analog processing, compute at reduced precision

WLDAC I
code
¢ Integration of MAC into SRAM Array: _“‘v1 —— |
»  DAC drive the WL to an analog voltage (feature vector) G,
> lgc is product of the voltage and value of bit cell I, = V,xG,
> 12X energy saving compared to separate Implementation Mvz-’ r;'ve
>  Drawback: density/capacity insufficient, leakage current, limited parallelism 0.0 G, g
: - : S .
** Nonvolatile Resistive Memories (RRAM, CBRAM, STT-MRAM, etc.): hary 0.0 I, = V%G,
om
Memristors can be used as weights z 0.02 ‘
Multiplication is performed with the resistor’s conductance as the weight, . 5 =1+, /e
= —_—
Voltage as the input, corresponding current as the output =V xG, +V,xG, 35

Great immunity to noise and faults and largely tolerated by ML algorithms WLDAG Gode

VvV V V VY V

Drawbacks: precision/ADC/DAC overhead , array size dominated by wires, write
energy could be costly, Device-to-Device and cycle-to-cycle variations
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»  particle flux may increase by 2 — 6 orders of magnitude during a period of several hours or days

»  Real-time monitoring & prediction is vital in space applications

+* On-board SRAM-based radiation monitor for in-flight real-time Single Event Upset (SEU) rate

+* Available public historical s

)/

** Target: Prediction of in-flig
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4.1 IHP: Space Environment Prediction with Al

¢ Target: obtain the historical in-flight target SRAM SEU rates from real historical SPE flux data

(2/4)

«+» Output: Hourly Soft Error Rate (SEU rate) data of the target SRAM durmg the selected SPEs
¢ Four main steps: on . . .
ps: | NV BT IR b itareterrbTionhA B ddta s es:
1) Collection of historical solar events flux data; & 5 ! FRIRICICHRSE ARRUIEARRS. M. 51 5. AetGarkNiMEn dotanm o
1 . g —— Proton Induced Hourly Soft Error Rate Proton:> 1 MeV -
2) SPE energy spectra reconstruction; KX /\\/J e [l S
. . — — Howons 50 ey e
3) Target SRAM cross-section parameters; ta rgig o / e — rroton 30 ey =
. R e 2 7Y o :‘riton > 100 MeV | . v
4) Hourly SRAM SER estimation. 7 SR
On“ne 1 Offllne 5 10 agf~§é§2%i?ogokg§onszrucnon e rGAgrEgsl3;{3‘,%”0R<)e(§onswm°n — . %’
2 o
/ Real-time SEU \ : Solar Condition Analysis g - £
: S o < S =
Measurement I [ Historical solar events ] » 1 % E o o
3 = o
fati 2 S @ |
I Radiation test I’Wﬁux ] Heavy-ion flux Mar E - S 10 23:00
.‘ I (e.g. GOES) (e.g. ACE-SIS) » E -
4 a § 10° wl™ e
- = \ - § =" 2
© £ 0 E] 1 %}
- ! parameters for Energy Spectra v S W” I — @
SEU Monitor | Reconstruction 5 3 § &
I 7 Baoe £ o
@ 8 <10 <
\[ In-flight SEUs ] : SER estimate g' §> 10 Tg' —-= Fit Process w EJ_
- X I (e.g. CREME96 tool) w12 T Proton CREME96 WW -\ s
] —.= Fit Process —— Proton CREME96 WD  § 'O
v 1 \4 N g Carbon CREMES6 WW 100 P:t:: CREME96 PSM 3 ;:’:
Hardware Model Training s | momme v oy o ) (¥ 2
Accelerator Machine learning [EIF SCESI5 Sty Caron Tl Bt il E
; 1 L models - 10° 10* 10° 10° 10° 100 10° 100 1. ‘:'
J o Energy(MeV) Energy(MeV)
Mar06 00:00 SPE Start Mar08 11:00 Mar09 17:00 Marl0 23:00
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+» Target: obtain a machine learning model which is able to predict SEUs 1 h in advance
. . . . 0.0014
* Using several consecutive past hourly SEU data to predict the fo _ ;01,1 [==Acwaiser | osor2
“ ol —@— Predicted SER
. © 0.0010
+* Three main steps: 09 2
2 0.0008 L
1)  Pre-processing of the Test and Training Data Set 09 8 re0s Using Linear el
o " 09 8. 8 Regression Mode
2) Model Training £ 3 0.0004 -
os; 5
3) Model evailation and comparison - 5 0.0002 -
(7]
onll 0.81 0.0000
nline H T T T T T
| Offline P 0 50 100 150 200 250 300
/ Real-time SEU \ : Solar Condition Analysis Time (h)
Measurement I [ Historical solar events ] o 0.0014
3t —~ 0.0012- [—=—Actual SER | 0.0012
e 200 % o Fradies SeR
e 0 [ ] Heavy-ion flux 0.00104 ! 0.0008
= I (e.g. GOES) (e.g. ACE-SIS) w moog "
) SRAM’s SEU 0.0008 -
! cross section \ z 1600% 0.0006 S y
- | parameters for Energy Spectra 2 ’ Using RNN with 0.0000
SEU Monitor : Heavy-ion & Reconstruction 140037 0.00044 | sTM Model WO AN AT e T
Proton v 1200%  0.0002- Of
m o
| ; r\ —
i In-flight SEUs ] I SER estimate “ 0.0000 158
\— I / (e.g. CREME96 tool) / v - v T T
¥ I I cvrvauy! 0 50 100 150 200 250 3005
I L A 4 N
[ Hardware Model Training (__ Pre-Processing  }—— Aty Time (h) g
Accelerator Training Machine learning 20augls 201pp&dictio e o¥EF§ SPE from 2011401 219to %1 -6%267 0000443 0000450
; h results ek ) 2010augtd  2010-08-14 09:00:00 6.858362e-07  57.0 0000435 0000458 0.000465 0.000443 0000450 0000435
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*» Target: implement the linear regression model with an ultra-low cost
** Hourly SEU data from monitor, coefs from training model
% Accumulator: multiplication operation through successive additions

+* Improves area usage and power consumption by slowing down the calculation process

Machine Learning model jm==pp| Trained Resuits

Offine | | L i
Rea Online \
Mei Control logic ] \j E le: _
— | xample: SEUp,q = 41x1 + 3x2 + (—38)x3 + 33x4 +
|- ‘[ P lux 3x5 + (—29)x6 + 26x7 + (—1)x8 + (—=22)x9 + 21x10 +
C st L L2 (—=D)x11 + (—=15)x12 + 13x13 + (=1)x14 + (=7)x15 +
e T ] 6x16 + (—2)x17
\ SEL t Register
In-f — ) s+ Atotal of 262 clock cycles is needed for one calculation
SEU Monitor l
-‘ Right Shifter
5 - / ) % 5.24 us when working frequency is 50 MHz
Hardware Accelerator
Acc .
| j

| Future SEU
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4.2 IHP: RRAM for Al Implementation

+* Memristor (RRAM):

» Emerging non-volatile memory that stores information using cell resistances
> Two-terminal device, the resistance state is retained based on the history of Al doped HfO,
applied voltages
»  3-4 orders of magnitude higher computation efficiency due to the low- WL o
power nature of analog computation. | — eliminate the
. . ) . NMOS issue of sneak
» Tolerated by ML algorithms, immunity to noise and faults (based on analog sL path current
S|gna|S) Structure of 1T1R
»  Perform in situ matrix-vector multiplications in an analog manner
P & _ BL1 BL2 BL3
V/ — WL1
Write “1” Write “0” Read
Vo 0Q V. Q VI2 = — WL2
TE—>1 e® [ 1)
Metal VIZ = WL3
oxide |
0 Vi2 V/i2
BE I |
0 k- T T T
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4.2 IHP: RRAM for Al Implementation (2/2)

+* Realizing MAC computation inside the RRAM -> Reduce data movement, weight stationary inference
% Active one or more rows -> High parallelism

»  Multi-bit computation -> Increased storage density and throughput

+» States with low conduactance suffer from read disturb

» Devices trend to become more conductive with the increased number of pulses

%+ The distribution of devices is wider => increased device-to-device variability

O HRS VYV LRS1 [] LRS2 A LRS3

Nin,
1.
/ 100 - 0
0.9
80 0.8 _
0772
w ~—
EEE BER g 601 0.6g
: \ < 05 £
\§ \§ o) \% \93 e g % 0.4 3
LoV RN =NR A D 0.3 g
Nt . 20 1 0.2
L X Nout .
syl o
St - et : : . : . 0.0
N AL 0 20 40 60 80
Nx X Ny X Nin Read current [uA]
CNN inference with RRAM crossbar
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®.

% Al is widely used and a natural fit in space applications

» Al is addressing 13 main challenges in 4 categories for soace applications

% Hardware accelerator is important for improving throughput and energy efficiency of various Al
applications, especially DNNs
> Basic arch: temporal arch for CPU/GPU; spatial arch for ASIC/FPGA

» Near data processing: SRAM, Nonvolatile Resistive Memories

®.

% IHP is actively conducting research in related directions
» Space environment prediction with on-chip radiation monitor

» RRAM design for in-memory Al computing
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Thank you for your attention!

Junchao Chen

IHP — Innovations for High Performance Microelectronics
Im Technologiepark 25

15236 Frankfurt (Oder)

Germany

Phone: +49 (0) 335 5625 527

Fax: +49(0) 3355625 413
Email: andjelkovic@ihp-microelectronics.com
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